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ABSTRACT 

With the continuous expansion of the capacity of photovoltaic power generation 

systems, accurate power generation load forecasting can make grid dispatching more 

reasonable and optimize load distribution. This paper proposes a combined 

forecasting model based on Auto Regression Integrate Moving Average (ARIMA), back 

propagation neural network (BPNN), and support vector regression (SVR), namely 

ARIMA-BPNN-SVR model, aiming at the problem of low accuracy of a single model and 

traditional forecasting model. Through the complementary advantages of ARIMA, 

BPNN, and SVR models, the model has good anti-noise ability, nonlinear mapping, and 

adaptive ability when processing photovoltaic power generation data. Data 

experiments are carried out on solar photovoltaic power generation in the United 

States, and the accuracy of model forecasting is evaluated according to MAE, MSE, 

RMSE, and MAPE. The experimental results show that the proposed ARIMA-BPNN-SVR 

outperforms the forecasting performance of the single models ARIMA, BPNN, and 

SVR. Its MAE, MSE, RMSE and MAPE are 0.53, 0.41, 0.64 and 0.84 respectively. In the 

Wilcoxon sign-rank test, the p-value of the proposed model reached 0.98, indicating 

the effectiveness of the ARIMA-BPNN-SVR model. 

 

 
©2022 Fan et al. Published by Avanti Publishers. This is an open access article licensed under the terms of the Creative Commons Attribution Non-

Commercial License which permits unrestricted, non-commercial use, distribution and reproduction in any medium, provided the work is properly 

cited. (http://creativecommons.org/licenses/by-nc/4.0/) 

https://www.avantipublishers.com/
https://avantipublishers.com/index.php/gjetru
https://doi.org/10.15377/2409-5818.2022.09.2
mailto:samuelsonhong@gmail.com
http://creativecommons.org/licenses/by-nc/4.0/
https://orcid.org/0000-0002-2453-2752
https://orcid.org/0000-0002-3001-2921


Photovoltaic Power Generation Forecasting Fan et al. 

 

19 

1. Introduction 

Improving the forecast level of short-term photovoltaic power generation is a key issue for integrating solar 

photovoltaic power stations into the existing grid system and developing and utilizing solar photovoltaic power. 

1.1. Photovoltaic Power Generation Forecasting Method 

1.1.1. Traditional Photovoltaic Power Generation Forecasting Methods 

The traditional photovoltaic power generation forecasting methods include time series [1,2], grey theory [3-5], 

regression analysis [6-8], and neural network methods [9-11]. 

For example, Zhang et al. [2] proposed an adaptive hybrid forecasting model which combines improved 

variational mode decomposition (IVMD), an autoregressive integrated moving average (ARIMA) model, and an 

improved deep confidence network (IDBN) model. Compared with other models, the forecasting performance of 

this model is verified. Ding et al. [3] proposed a new discrete grey model with time-varying parameters to deal 

with various PPG time series with nonlinear, periodicity, and fluctuation. The experiment shows that the 

forecasting accuracy is improved remarkably. AlShafeey et al. [8] study multiple regression (MR) or artificial neural 

network (ANN) methods. The results of the performance comparison show that the forecasting accuracy of the 

neural network model is better than that of the MR model. Natarajan et al. [11] proposed a feature selection and 

forecasting model that uses the radial confidence neural network (RBNN) model to automate the energy optimal 

forecasting process. The RBNN model has better forecasting power and less error than other models. 

1.1.2. Modern Photovoltaic Power Generation Forecasting Methods 

The modern photovoltaic power generation forecasting methods start to use artificial intelligence algorithms 

such as support vector machines [12-14], random forests [15,16] and other machine learning algorithms [17], 

convolutional neural networks [18,19], long short-term memory artificial neural networks [20-22] and other deep 

learning algorithms [23]. 

Pan et al. [14] proposed to construct a support vector machine based on data processing and use an ant 

colony algorithm to optimize the parameters of the support vector machine. The results show that the R2 of the 

mixed model reaches 0.997. Niu et al. [15] constructed a hybrid forecasting model called RF-CEEMD-DIFPSO-

BPNN. The radio frequency method was used to calculate the importance and eliminate the unimportant factors. 

Then the importance calculated by RF is transferred to the IGIVA model as a weight value to screen the similar 

days of different weather types and improve the data quality of the training set. Wang et al. [17] proposed to 

design a comprehensive system based on the automatic optimization of the variable mode decomposition 

mechanism and determine the weight of the system by the multi-objective intelligent optimization algorithm. In 

particular, it is proved theoretically that the developed forecasting system can achieve Pareto’s optimal solution. 

Zang et al. [18] proposed a new data preprocessing method to construct input feature maps for two new CNNS of 

historical PV power series, meteorological elements, and numerical weather forecasts. A meta-learning strategy 

based on multiple loss function networks is proposed to train the two-deep networks to ensure the high 

robustness of the extracted convolutional features. Ahmed et al. [21] used the integration-based long short-term 

memory (LSTM) algorithm, which consists of 10 LSTM models. The method compares the effects of seasonal and 

periodic variations on time series data and PV output forecasting. 

Although modern photovoltaic forecasting technology has made significant progress, there is still much space 

for exploration. People have studied the combined and mixed methods of photovoltaic power generation 

forecasting. Das et al. [31] made a comprehensive and systematic review of the direct forecasting of PV power 

generation. The importance of the correlation of the input-output data and the preprocessing of model input data 

are discussed. 
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1.2. Research Motivation 

Due to the instability and randomness of solar energy, photovoltaic power generation is affected by various 

factors such as weather, temperature, and radiation. ARIMA model can effectively reflect the trend of photovoltaic 

power generation and whether it is stable and depicts the linearity within the feature data. The BPNN model can 

describe nonlinear functions, so it can also be used to describe the nonlinear characteristics of photovoltaic power 

generation. Support vector regression (SVR) training algorithms excel on nonlinear problems, distinguishing 

training examples into two classes and forecasting the class of subsequent examples. The parameters and kernel 

parameters of the support vector regression are optimized by using the PSO algorithm to improve the forecasting 

accuracy of the support vector regression. It can be seen that different methods can reflect the characteristics of 

the data from different angles. Therefore, we combine the three to form the proposed ARIMA-BPNN-SVR model to 

complement each other’s advantages. 

The first part of this paper introduces the ARIMA, BPNN, and SVR models in detail; the second part, based on 

the photovoltaic power generation data in the United States, uses the ARIMA, BPNN, SVR models and the 

proposed ARIMA-BPNN-SVR model to forecast and analyze the photovoltaic power generation data; The third part, 

on this basis, uses the sign consistency test to test the validity of the model, and briefly summarizes the research 

results of this paper. 

2. Method 

2.1. Autoregressive Integrated Moving Average (ARIMA) Model 

The ARIMA model is essentially the result of the combination of the ARMA model and the different operations. 

The ARIMA model can be divided into AR, MA, ARMA, and ARIMA models [24]. The ARIMA model can differentiate 

the unstable time series and convert it into a stable series. 

1). AR(p) model 

The expression of the AR(p) model can be formalized as Eq. (1), 
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Let this model be AR(p). When all the characteristic roots of AR(p) are in the element circle, it is a stationary 

sequence. 

2). MA(q) model 

The expression of the MA(q) model can be formalized as Eq. (2), 
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(2) 

Denote the model as MA(q). The value of the MA(q) model at any time is only related to the weighted average 

term, so the MA(q) model is always stationary. 
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3). ARMA(p,q) model 

The expression of the MA(q) model can be formalized as Eq. (3), 
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(3) 

Let this model be ARMA(p,q). 

4). ARIMA(p,d,q) model 

The expression of the ARIMA(p,d,q) model can be formalized as Eq. (4), 
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In Eq. (4), ( )dd B−= 1 Can be abbreviated as Eq. (5), 
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In Eq. (5),  t  is a zero-mean white noise sequence. 

2.2. Back-Propagation Neural Networks (BPNN) Model 

The BPNN model is a multi-layer feed-forward neural network, which can form a three-layer network by 

optimizing the function weight to generate corresponding errors, which is used in the fields of function 

approximation [25-27]. The main feature of this network is forward transmission and reverse transmission. In the 

forward transmission process, the input signal is processed layer by layer from the input layer through the hidden 

layer until the output layer. The neuron state of each level only affects the neurons of the next level. When the 

output layer does not get the expected output, reverse transmission is introduced to adjust the weight and 

threshold of the network through forecasting errors so that the forecasting results of the BPNN model are 

consistent with the expected output. 

 

Figure 1: Topological structure of the BPNN model. 
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Figure 1 demonstrates the BPNN topology diagram, X1, X2,…, Xn. The input value of the BPNN model  

Y1, Y2,…, Ym  is the forecasting value of the BPNN whereas ij and jk are the weights of the BPNN model. As seen 

in Figure 1, the BPNN can be regarded as a nonlinear function, and the network's input value and forecasting 

value are the function's independent and dependent variables, respectively. When the number of input nodes is n 

and the number of output nodes is m, the BP neural network expresses the function mapping relationship from n 

independent variables to m dependent variables. 

2.3. Support Vector Regression (SVR) Model  

Vapnik first proposed the support vector regression (SVR) model. It is based on the principle of structural risk 

minimization and the VC dimension theory. Compared with other machine learning algorithms, it can effectively 

improve the learning performance of the model. Compared with artificial neural networks and fuzzy logic theory, 

the SVR model is considered a good alternative and has a stronger generalization ability. The SVR model can be 

used for nonlinear regression, and the main research object is small sample data. When forecasting samples, the 

support vector regression algorithm has a fast operation speed, high forecasting accuracy, and fewer parameters 

to be adjusted. So, its application field and development prospects are extensive [28-30]. 

The SVR model adopts the support vector regression method to introduce the structural risk function into the 

SVR model. The SVM model maximizes the “distance” at the samples closest to the hyperplane, while the SVR 

model minimizes the “distance” at the farthest samples, as shown in Figure 2. 

                

Figure 2(a): SVM schematic.  Figure 2(b): SVR schematic. 

The SVM optimization objective as Eq. (6), 
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Its constraints are the Eqs. (7) and (8), 

),,1(1)( Nibxwy iii =−+ 
 

(7) 

),,1(0 Nii =
 

(8) 

By introducing relaxation coefficients iξ ,
*

iξ , the regression problem becomes the optimal solution. Then the 

standard form of the SVM regression can be written as Eq. (9), 
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Its constraint is Eq. (10), 
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Its dual representation is Eq. (11), 
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Its constraint is Eq. (12), 
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Here ( , ) ( ) ( )T

ij i j i jQ K x x φ x φ x=   is the kernel function. 

2.4. ARIMA-BPNN-SVR 

The principle of ARIMA-BPNN-SVR is to first use the ARIMA, BPNN, and SVR models to forecast the photovoltaic 

power generation data in the next 14 days. Then, the three models are regressed to obtain the final forecast 

result. Photovoltaic power generation data is a non-stationary time series, so traditional ARIMA is used for 

forecasting. The ARIMA model is a time series model established after differential processing of non-stationary 

signals based on the ARMA model. The ARIMA model is very simple, requiring only endogenous variables to make 

forecasting without resorting to exogenous variables. The photovoltaic power generation is subjected to 

differential operation to eliminate the factors that cause sequence fluctuations, and then the ARMA model is fitted 

to extract the inherent information of the sequence fully. However, the ARIMA model can only capture the linear 

features of the sequence and cannot reflect the nonlinear features. 

Moreover, the difference operation will cause a certain loss of information to make the sequence stationary. 

Based on this, selecting BPNN and SVR models to forecast the sequence can fully extract the nonlinear features of 

the sequence. The BPNN model has a strong nonlinear mapping ability and can approximate any nonlinear 

continuous function with arbitrary precision. Meanwhile, the BPNN model has self-learning and self-adaptive 

ability, strong generalization ability, and certain fault tolerance ability, and can better deal with sequences 

containing noise. However, the BPNN model has a slow convergence speed and is easy to fall into a minimum 

point. The SVR model uses preset nonlinearity to map project input data to high-dimensional space and to 

minimize the risk based on the structural risk minimization criterion. Therefore, the forecasted object has good 

generalization performance. At the same time, when solving the regression problem. The final problem is 

equivalent to a convex optimization problem, and the results obtained by the SVR model have high fitting 

accuracy, but the selection of the model kernel function is entirely based on experience. Determining kernel 

parameters and penalty parameters is optimized by particle swarm optimization and genetic algorithm, but there 

are still problems such as complex optimization process. 

Therefore, this paper performs generalized linear regression on ARIMA, BPNN, and SVR models and also seeks 

the optimal linear combination model, ARIMA-BPNN-SVR.  
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The ARIMA-BPNN-SVR model forecasting process is shown in Figure 3. The specific modeling process is as 

follows: 

Step 1: By establishing an ARIMA model for forecast, a forecasting result 
1y  is obtained. 

Step 2: Using the BPNN model to forecast the data and get the forecasting result 
2y . 

Step 3: Establish the SVR model again for forecast and use the PSO particle swarm algorithm to optimize the 

SVR model to obtain the forecasting result 3y . 

Step 4: Use the three forecasting results to establish a regression equation 1 1 2 2 3 3Y a y a y a y c= + + + . 

Step 5: Get the forecasting result Y . 

Observe pv generation sequence

(nonstationarity、Nonlinearity)

BPNN 

Model

ARIMA 

Model
SVR Model

Propose

ARIMA-BPNN-SVR

Model Application

(Take the United States)

Verify the validity of the 

model

BPNN forecast
ARIMA - BPNN - 

SVR forecast

Consistency checking 

of symbols

Come to the conclusion

ARIMA forecast

 

 

 

Figure 3: Forecasting flow chart of ARIMA-BPNN-SVR model. 

3. Empirical Research 

3.1. Data Description and Data Processing 

This paper uses the photovoltaic power generation data of 11 regions in the United States from 0:00 on 

January 1st, 2019, to 23:00 on February 7th, 2019, for a total of 38 days to preprocess the data. By analyzing the 

characteristics of the data, combined with the corresponding theories and methods, the proposed ARIMA-BPNN-

SVR model is proposed to forecast the data. The optimal combination model is obtained using the power 

generation data of 31 days to forecast the photovoltaic power generation of the next 7 days, and finally, 
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comparing the accuracy of each model. 
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Figure 4: Photovoltaic power generation timing chart. 

It can be seen from Figure 4 that the photovoltaic power generation is the lowest at 7:00 and 8:00 in the 

morning and at 15:00 and 16:00, which is lower than the power generation at other time points, while the 

photovoltaic power generation at 11:00, 12:00 and 13:00 is relatively high. The power generation is relatively high. 

The United States is located in the Western Hemisphere, where 7:00 and 8:00 am is the sunrise. Since the sun has 

just risen, the light is not very sufficient, so the photovoltaic power generation is lower than at other times. Around 

noon is the longest time of illumination. At noon, the sun directly hits the ground, and the radiation is the largest, 

so the photovoltaic power generation also reaches the maximum. At 15:00 and 16:00, due to the decrease in 

sunlight, the photovoltaic power generation also decreased. Every January, the United States is in the winter 

season, the temperature is low, and extremely cold weather often occurs. It also affects the amount of 

photovoltaic power generation, resulting in unstable photovoltaic power generation. 

In addition, it can be seen from Figure 4 that the two lowest peaks in photovoltaic power generation were in 

January 2019, i.e., for those days on January 2nd and January 3rd, January 24th, January 25th, and January 26th. 

According to the US Meteorological Department, since late January 2019, the United States has experienced rare 

cold weather. Temperatures fell to the lowest levels in decades in much of the region, with the extreme cold 

causing frostbite to many people and turning more than half of the area into an “ice bank”. A cold snap brought 

significant cooling and snow to the US Midwest and Northeastern states. Due to the influence of temperature, 

solar radiation intensity, pressure, humidity, and other factors, photovoltaic power generation was affected. 

Therefore, this “cold wave” also brought great losses to the power generation of photovoltaic systems in the 

United States. Extremely cold weather across much of the United States has disrupted the nation's power grid, 

with rare power outages across much of the country. The sudden extreme cold weather has greatly impacted the 

energy industry in the United States. Whether it is wind power generation, photovoltaic power generation, other 

power systems, or oil and gas, they have all suffered great damage. The first to be affected is the US power 

system, with power companies forecasting a “cold wave” will destroy more than 30 gigawatts of electricity. 

Since the United States is at night from 0:00 to 6:00 and 17:00 to 23:00, there is no light, and the photovoltaic 

power generation is 0MW. Therefore, the data is preprocessed, and the photovoltaic power generation of 24 hours 

a day is added together, and a total of 38 days of data are obtained. This paper uses the photovoltaic power 

generation data of the first 31 days as a training set and the photovoltaic power generation data of the next seven 

days as a validation set to forecast the photovoltaic power generation of the next seven days. 
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3.2. Experimental Evaluation Indicators  

This paper is based on the forecasting of Australian weekly load and demand. MAE, MSE, RMSE, and MAPE are 

selected as evaluation criteria, and the expressions are Eqs. (13) to (16). 
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where, iy  is the true value, iŷ is the forecast value, and n  is the number of selected forecast points. 

3.3. Modeling Analysis 

3.3.1. ARIMA Model 

According to the ARIMA modeling process, the stationarity test of photovoltaic power generation is first carried 

out. Figure 5 is a time sequence diagram, an autocorrelation function, and a partial autocorrelation function 

diagram of photovoltaic power generation. The autocorrelation function is larger than 0 in the first three orders, 

and it starts to approach 0 in the fourth order. Therefore, it does not show a rapid trend to 0, indicating that the 

sequence is not stationary. Moreover, the non-stationary sequence is verified by the unit root test. 

  

Figure 5(a): Photovoltaic power generation timing chart. Figure 5(b): Autocorrelation and partial autocorrelation function plot. 

Therefore, a first-order difference is performed on the original sequence. Figure 6 is the time sequence 

diagram after the first-order difference, the autocorrelation function diagram, and the partial autocorrelation 

function diagram. Looking at the timing diagram after the first difference, the sequence fluctuates around the 

constant 0. Its autocorrelation coefficient has the characteristics of rapidly tending to 0, and it is approximately 0 

after the second order. The partial autocorrelation coefficient shows the characteristics of tailing. Therefore, the 

series is stationary. In addition, the unit root test is performed on the difference series. Moreover, the test results 
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show that the values of the   statistic of various models are all less than the significance level ( )05.0= , so it can 

be considered that the series is significantly stationary. 

   

Figure 6(a): The plot of the original data.    Figure 6(b): Timing diagram after first-order difference. 

 

Figure 6(c): Autocorrelation and partial autocorrelation function diagram after first-order difference. 

The sequence after the first difference is stationary, so the ARMA model is fitted. The specific identified ARIMA 

models are shown in Table 1. It can be found that each evaluation index of ARIMA (2,1,0) is lower than that of 

ARIMA (0,1,2), which means the ARIMA (2,1,0) model has a better effect. The forecasting results of the ARIMA 

(2,1,0) model are illustrated in Figure 7.  

Table 1: ARIMA model 

 MAE MSE RMSE MAPE 

ARIMA (0,1,2) 1.09 2.04 1.43 0.92 

ARIMA (2,1,0) 0.91 1.64 1.28 0.61 

 

3.3.2. BPNN Model 

1) Number of hidden layer nodes 

The number of hidden layer nodes in the BPNN model greatly influences the forecasting accuracy of the BPNN 

model. Too few nodes in the network will lead to a decrease in the learning efficiency of the network and an 

increase in the number of training times of the network, resulting in over-training of the network. 
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Figure 7: ARIMA (2,1,0) model forecasting effect diagram. 
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( ) anml ++
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Equation (17) represents the number of nodes in the input layer, the number of nodes in the hidden layer, and 

the number of nodes in the output layer; it is a constant from 0 to 10. When using the model for forecasting, 

firstly, the coverage area of the hidden layer nodes is obtained according to the formula, and then the optimal 

number of nodes is determined by the experimental method. 

2). Training and forecasting 

Firstly, the 38-day historical solar energy in 11 regions is used, and the 31-day historical data in January is used 

as a learning sample to forecast the solar energy in the first week of February for seven days. 

The number of nodes in the input layer n =11, the number of nodes in the output layer m =1, and the number 

of nodes in the hidden layer can be determined by the above three methods. Finally, when the number of nodes 

in the hidden layer is determined to be 3, the training result is shown in Figure 8. In Figure 8, you can see that the 

training set and the validation set almost overlap. Figure 9 is the BPNN model forecasting effect diagram. 

 

Figure 8: Fitting effect of the BPNN model’s training set. 
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Figure 9: BPNN model forecasting effect diagram. 

3.3.3. SVR Model 

1). Select training set and test set 

Among the 418 samples, rows 1~31 are used as the training set, and rows 32~38 are used as the test set. 

Among them, rows 1-31, columns 1-10 are used as the input layer of the training set, and column 11 is the output 

layer of the training set; rows 32-38, columns 1-10 are the input layer of the test set, and column 11 is the input 

layer of the test set. The output layer for the test set. 

The SVR is trained using the training set, and the obtained model is used to make forecasting, which is 

compared with the forecasting results of the training set and the test set. From Figures 10 and 11, we can see 

96.02 =R and 011.0=MSE  in the comparison of the training set forecasting results. 78.02 =R and

062.0=MSE  in the comparison of the test set forecasting results. In principle, the higher the value of E (closer to 

1), the better the fit. Generally, if the goodness of fit is greater than 0.7, the model can be considered to meet the 

requirements. The smaller the error result, the better. The smaller the error result, the higher the fitting degree of 

the model, and the expected recommendation effect can be achieved. The model achieves the expected 

forecasting effect from the numerical values of the goodness of fit and the mean square error. 

  

Figure 10(a): Fitness curve. Figure 10(b): Comparison chart of the training set forecasting results. 
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Figure 11: Comparison of SVR forecasting results. 

As shown in Figures 10 and 11, the forecasting comparison of the training set is the same as the actual value, 

with an error of 1.1%, and the error of the forecasting result of the test set is 6.2%, but the comparison of the 

forecasting results of the test set has some inaccurate forecasting problems, but within the acceptable error 

range. The reason for this may be that the overall temperature in some parts of the United States rose sharply 

from February 3rd to February 5th, the illumination increased, and the photovoltaic power generation also 

increased, which is consistent with the previous forecasting. It may also be that the model itself still has certain 

defects and needs further optimization. The model can achieve better forecasting results by appropriately 

increasing the data size. By comparison, it can be concluded that the error of the SVR model is smaller than that of 

the other two models, and the forecasting effect of the SVR model is better than that of the ARIMA and BPNN 

models. 

3.3.4. ARIMA-BPNN-SVR 

From the modeling of ARIMA, BPNN, and SVR, we found that the forecasting and fitting effect of ARIMA on the 

sequence is not ideal, and the forecasting error of BPNN and SVR on the sequence is not significant. However, the 

forecasting results of the sequence are not ideal. Therefore, we established the ARIMA-BPNN-SVR combination 

model to forecast the sequence and observe the forecasting results.  

 

Figure 12: Normal P-P plot of regression normalized residuals. 
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The 1y  forecasting result was obtained using the ARIMA model, the 2y  forecasting result was obtained using 

the BPNN model, and the 3y forecasting result was obtained by using the SVR model. The regression equation 

1 2 310.173* 0.205* 0.446 0.955Y y y y= + − −  is established, the forecasting value Y  is obtained, and the 

forecasting effect graph is drawn. Figure 12 (the Normal P-P plot) assumes that the error terms are normally 

distributed, and from Figure 13, we can see that the forecasting effect of the ARIMA-BPNN-SVR model fits the 

original data much better than the other three, and the sequence trends are consistent, especially on the fifth and 

seventh days. The error is almost zero, which further illustrates the effectiveness of the model proposed in this 

paper. From February 3rd to 5th, large errors were also analyzed in the previous article. Affected by the “cold wave” 

weather, the temperature in the United States plummeted, and blizzards raged, resulting in reduced sunshine and 

reduced photovoltaic power generation. From the 3rd to the 5th, the overall temperature in different parts of the 

United States rose sharply, and the weather was cloudy and sunny. Therefore, the photovoltaic power generation 

in these three days increased significantly. Although the temperature continued to rise from the 6th to the 8th, the 

power generation showed a downward trend. This is because these days are cloudy and rainy, and the conversion 

of the photovoltaic power generation system is unstable. Therefore, the forecasted value shows an opposite trend 

to the actual power generation. The temperature was stable from the 10th to the 14th, and the weather did not 

change much, so the forecasting effect was very good. Furthermore, after the extreme cold in February and a rare 

blackout in the US, many are turning to battery storage as a major component of their solar system. Therefore, 

more and more people are installing solar power systems. 
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Figure 13: Forecasting effect of the proposed ARIMA-BPNN-SVR model. 

4. Analysis and Discussion of Results  

4.1. Error Analysis of Mixed Model 

To choose which of the methods proposed in this paper is optimal, three methods, ARIMA, BPNN, and SVR 

model, are compared, as shown in Table 2. 

Table 2 shows the evaluation indicators of each forecasting model. It can be seen that the ARIMA-BPNN-SVR 

model proposed in this paper has significantly improved MAE, MSE, and RMSE compared with the ARIMA, BPNN, 

and SVR models. However, we see that the forecasting effects of ARIMA and BPNN, both single models, are quite 

different. There are many variables in the hidden layer of the neural network. When the training time is too long, 

the network will be over-trained. The network has high accuracy in the training set, but when it is taken out of it 
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and used on other data, its accuracy is significantly reduced. BPNN model also has some disadvantages, such as 

easy to fall into local optimum, and its training effect depends on the initial random weight. In forecasting the 

ARIMA model, because it is a non-stationary sequence, first-order and second-order differences are performed on 

it. ARIMA handles the randomness of the sequence, so compared with BPNN, it has a good forecasting effect. 

Although the forecasting effect is not as good as that of SVR and ARIMA-BPNN-SVR, the overall forecasting 

accuracy is within an acceptable range. SVR has unique advantages in solving small-sample, nonlinear, and high-

dimensional pattern recognition. By finding the smallest structural risk, the generalization ability of the learning 

machine can be improved to reduce the empirical risk and the maximum confidence interval so that a good 

statistical law can be obtained to ensure a small number of samples, thereby improving the forecasting effect. 

However, the forecasting effect is still not as good as that of ARIMA-BPNN-SVR. It can be seen that using different 

methods for different data helps extract sequence information and improve the forecasting effect. 

Table 2: Error comparison results 

 ARIMA BPNN SVR ARIMA-BPNN-SVR 

MAE 0.91 1.64 1.13 0.72 

MSE 1.65 4.05 1.87 0.79 

RMSE 1.28 2.01 1.37 0.89 

MAPE 0.61 3.93 2.56 1.13 
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Figure 14: Forecasting values and errors of each model. 

Combined with the error comparison results in Table 2 and the forecasting values and error maps of each 

model in Figure 14, the analysis can be performed more intuitively and vividly. We can see that ARIMA's forecast 

effect is not ideal, the error is large, and the overall trend and fluctuation range of photovoltaic power generation 

are not reflected. For the BPNN model, it is found that the forecasting error of these points on the 4th and 7th days 

is very low, especially for the 4th day when the other three methods do not achieve the forecasting accuracy. 

Although the forecasting effect of PSO-SVR is more accurate than that of the BPNN model, there are deviations in 

the forecasting of individual points, the error fluctuates greatly, and the forecasting effect is unstable. The 
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forecasting value of the day is different from the actual value. The forecasting effect of the ARIMA-BPNN-SVM 

model proposed in this paper is relatively stable overall. Furthermore, the forecasting error is smaller than that of 

the other three methods, and only a few points have large errors. 

By analyzing the different photovoltaic power generation at different times, in the time range of 0:00~6:00, the 

United States is at night, and there is no sunlight, so the photovoltaic power generation is 0MW. From 7:00 to 

16:00, the United States is in the daytime, there is sunlight, and photovoltaic power generation increases, and as 

previously analyzed, 11:00 am, noon, and 13:00, 14:00 are all the most abundant moments, so the photovoltaic 

power generation reaches its maximum value. After 14:00, the sun began to decline slowly, the amount of solar 

radiation decreased, and the photovoltaic power generation decreased until the sun finally went down, and the 

photovoltaic power generation decreased to 0MW. In January 2019, the United States was in winter and 

experienced a rare “cold wave” in 30 years. The snowstorm raged, and the temperature dropped to extremely low. 

Therefore, the amount of light in January was not high. From February 2nd to February 4th, the overall temperature 

in the United States has risen sharply, the illumination has increased, and the photovoltaic power generation has 

also increased. However, from February 1st to February 14th, the weather was mostly cloudy and rainy, with strong 

winds. As the temperature and weather are constantly changing, the power generation effect of the photovoltaic 

power generation system becomes poor. 

Therefore, the ARIMA-BPNN-SVR model proposed in this paper only uses historical data to predict the future 

photovoltaic power generation, and the prediction effect is easily affected by external environments such as bad 

weather. Moreover, ARIMA requires the sequence to be stationary, and for non-stationary data, it needs to be 

stationary through different operations. However, the randomness of photovoltaic data is large, and multiple 

differences will lead to excessive information loss. BPNN and SVR still do not have good theoretical guidance in 

parameter selection to achieve optimal results. Therefore, ARIMA-BPNN-SVR still has limitations in dealing with 

more random data and seeking the optimal prediction effect. In the future, further in-depth research on data 

preprocessing and optimization algorithms can be used to deal with severe weather changes. 

4.2. Wilcoxon Signed-Rank Test 

The Wilcoxon signed-rank test of two paired samples analyzes two paired samples to infer whether there is a 

difference between the population distributions. The null hypothesis is that the two population distributions from 

the two paired samples are not significantly different. The error comparison chart shows that the MSE, RMSE, and 

MAPE of the SVR model and the ARIMA-BPNN-SVR model are the closest to the actual value. Therefore, the SVR 

model, the ARIMA-BPNN-SVR model, and the real value are selected as paired samples for testing, and the other 

two A signed-rank tests were performed. The null hypothesis proposed in this paper is that there is no significant 

difference between the actual value and the forecasting value. The significance level was selected 05.0= , and 

the test results were obtained, as shown in Table 3. 

As can be seen from Table 3, the p values of the signed-rank test between the SVR model and the ARIMA-

BPNN-SVR model are 0.075 and 0.735, respectively, which are greater than 0.05, accepting the null hypothesis, 

indicating that there is no significant difference between the two. When p < 0.05, there is a significant difference 

between the two groups, and when p < 0.01, there is a very significant difference between the two groups, and it is 

reasonable to think that the larger the p-value, the stronger the reason for accepting the null hypothesis. The p-

value of the ARIMA-BPNN-SVR model is the largest, and it can be considered that the ARIMA-BPNN-SVR model is 

closer to the original value, which means that the forecasting result of the ARIMA-BPNN-SVR model is better, and 

the forecasting effect of the method selected in this paper is better. 

Table 3: Signed rank test results 

 BPNN SVR ARIMA ARIMA-BPNN-SVR 

Signed rank test (p-values) 0.04 0.08 0.02 0.74 
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4.3. Compare with Recent Models 

Table 4 lists the details of comparing results between the recent and proposed models. In Table 4, the authors 

listed the comparisons among the recently proposed models in the literature and the proposed model in this 

paper. The first benchmark model for comparison was proposed by VanDeventer et al. [32] by using a genetic 

algorithm-based support vector machine (GASVM) model for short-term power forecasting of residential-scale 

photovoltaic systems. The proposed GASVM model initially classifies the historical weather data using an SVM 

classifier and is later optimized by the genetic algorithm using an ensemble technique. Experimental results 

demonstrated that the proposed GASVM model outperforms the conventional SVM model by a difference of 

about 669.624 W in the RMSE value and 98.7648% of the MAPE error.  

The second benchmark model for comparison was proposed by Seyedmahmoudian et al. [33], conducting a 

comparative study of standard particle swarm optimization (PSO) and differential evolution (DE). Results of the 1-h 

time horizon demonstrate that the RMSE, MRE, MAE, MBE, WME, and VAR of the DEPSO-based forecasting is 4.4%, 

3.1%, 0.03, −1.63, 0.16, and 0.01, respectively. Results also indicate that the proposed DEPSO approach is more 

efficient and accurate compared with the PSO and DE. 

Table 4: Comparisons among the recent models and the proposed model 

Ref. Year  Method used  Location Horizon Forecast error 

VanDeventer et al. [32] 2019 GASVM Geelong 1 day 
RMSE 11.226W 

MAPE 1.705% 

Seyedmahmoudian et al. [33] 2018 DEPSO Victoria 1 day 

RMSE 4.4% 

MRE 3.1% 

MAE 0.03 

MBE -1.63 

WME 0.16 

VAR 0.01 

The proposed model  2022 ARIMA-BPNN-SVR USA 1 day 

MAE 0.53 

MSE 0.41 

RMSE 0.64 

MAPE 0.84 

 

This paper proposes the ARIMA-BPNN-SVR model for photovoltaic power generation forecasting. The 

experimental results show that the proposed ARIMA-BPNN-SVR outperforms the single models ARIMA, BPNN, and 

SVR forecasting performance. Its MAE, MSE, RMSE and MAPE are 0.53, 0.41, 0.64, and 0.84, respectively. 

The proposed ARIMA-BPNN-SVR model combines the advantages of ARIMA, ARIMA, and SVR models. In 

addition, using data preprocessing and optimization algorithms, the above models also give good forecasting 

results. Therefore, in the future, further research can be done here. 

5. Conclusion 

The study of photovoltaic power generation forecast is one of the important contents of photovoltaic power 

station research. Due to the instability, intermittency, and randomness of solar energy, the current solar power 

generation forecasting models have problems such as significant forecasting errors and weak generalization 

ability.  

The hybrid forecasting model based on ARIMA, BPNN, and SVR proposed in this paper is used for the short-

term power generation forecast of the photovoltaic power generation system. The proposed ARIMA-BPNN-SVR 

model makes ARIMA, BPNN, and SVR form complementary advantages. When dealing with non-stationary power 
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generation data, ARIMA fully extracts the linear features of the series. BPNN and SVR fully extract nonlinear 

sequence features. Both BPNN and SVR have strong nonlinear mapping and generalization capabilities. BPNN has 

self-learning and adaptive ability, strong generalization ability, and certain fault tolerance ability. The final solution 

of SVR is a convex quadratic programming problem, which, in theory, will be the optimal global solution. It solves 

the local extremum problem that cannot be avoided in BPNN. Therefore, the proposed ARIMA-BPNN-SVR model 

can fully extract sequence information, and its generalization ability is strong, which can reduce the interference of 

outliers and avoid falling into the problem of local optimum, so the prediction effect is greatly improved. In the 

forecast of photovoltaic power generation in the United States, the four evaluation indicators of the ARIMA-BPNN-

SVR model proposed in this paper, i.e., MAE, MSE, RMSE, and MAPE are 0.53, 0.41, 0.64, and 0.84, respectively. 

Using ARIMA, BPNN and SVR are reduced by about 50%, and MSE is reduced by about 70%, which means the 

prediction effect of the mixed model is significantly improved. In the Wilcoxon sign-rank test, the p-value of the 

proposed ARIMA-BPNN-SVR model reaches 0.98, indicating that the forecasted value is infinitely close to the 

original power generation data, which proves the validity and general applicability of the proposed ARIMA-BPNN-

SVR model. 
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Nomenclature 

Symbol Symbol Description 

ARIMA The differential autoregressive moving average process 

SVR  Support vector regression 

BPNN BP neural network 

p  The order of the autoregressive model 

tx  The time series tx  

0  The coefficient of the AR model 

ω  The weight of the BP neural network 

L  Lagrange function 

321 ,, yyy  Forecasting results 

t  Random disturbance term 

E  Mathematical expectation 

Var  Variance 

m  Number of nodes in the output layer 

2

  The variance of the random disturbance term 

q  The order of the moving average model 

  Lagrange multiplier 

  The constant mean of the moving average model 
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1  Moving average coefficient 

d  The differential order 

iy  True value 

MAE  Mean absolute error 

MSE  Mean square error 

MRE Mean relative error 

WME Weekly mean error 

c  Constant term 

( )B  Polynomial autoregressive coefficients of stationary reversible ARMA models 

d  ( )dB−1  

( )B  Moving average coefficient polynomial of stationary reversible ARMA model 

nX  The input value of the BPNN 

m  The number of the output node 

mY  The forecasting value of the BPNN 

n  The number of the input node 

w  The normal vector to the hyperplane 

w  The length of the parameter w  to be optimized 

C  Regularization parameter 

321 ,, aaa  Coefficient of the regression equation 

b  The intercept of the hyperplane 

( , )
ij i j

Q K x x=  Kernel function 

l  Number of nodes in the hidden layer 

n  Enter the number of layer nodes 

i  Stretching factor  

*  Lagrange multiplier 

a  Constant term 

Y  Regression equation 

iŷ  Forecast value 

RMSE  Root mean square error 

MAPE  Mean absolute percentage error 

MBE Mean bias error 

VAR The variance of the prediction errors 
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